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This article presents a study of three (cross) validation metrics used for the selection of the optimal parameters of a support vector machine (SVM) classifier. The study focuses on problems for which the data is non-separable and unbalanced as is often the case for experimental and clinical data. The three metrics selected in this work are the area under the ROC curve, accuracy, and balanced accuracy. As a test example, the study investigates the optimal parameters for an SVM classification model for hip fracture. The hip fracture data is obtained from a finite element model that is fully parameterized. Because the data is computational, fully separable sets of data (fracture and safe) can be obtained. By projection onto a lower dimensional sub-space, the data becomes non-separable and is used to construct the SVM. The knowledge of the separable case provides a comparison metric (the weighted likelihood) that would be unknown if only clinical data is used. The performance of the various metrics are compared for several levels of separability, unbalance and size of training samples. A probabilistic SVM is used to compute the probability of fracture.

I. Introduction

In many areas of science and engineering, models are used to predict quantities such as the responses of a system or of a physical process. A model can be constructed in many ways. For instance, it can be purely computational such as finite element simulations or it can be solely constructed from experimental or clinical data. In any case, the most important characteristic of the model is its predictive capability. In other words, how is the model going to represent reality beyond the data that was used to construct it? For instance how can one validate a model for hip fracture risk that was constructed from clinical data?

There exist several metrics to quantify the predictive ability of a model. These metrics can be used to construct the model through the use of cross-validation applied to a training set. In order to test these metrics more effectively, these metrics can be evaluated on a validation (or clinical) set that is different from the training data set. Examples of metrics are the accuracy, area under the Receiver Operating Characteristic (ROC) curve (AUC), balanced accuracy, F-score and Matthews correlation coefficient. Although some of these metrics have gained wide acceptance, care must be taken in some situations. For instance, considered a binary classification problem (e.g., failure or not). When the classification model is constructed on physical experiments or clinical data, two types of difficulties might appear. The first one is the non-separability of the data. The second problem stems from the fact that the data might be unbalanced. For instance, there is typically a much smaller number of failure than safe cases.

The focus of this article is to test the performance of three well-known validation metrics for a classification problem where both issues of non-separability and unbalance data occur. More specifically, the classification is base on an support vector machine (SVM) and the three metrics used are the AUC, basic accuracy and balanced accuracy. These metrics are used for both cross-validation and validation.
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In this work, computational data was used instead of experiments in order to have more control on the features of the data sets (non-separability and unbalance). In order to create non-separable cases, a set of separable data was created and then projected onto a sub-space thus leading to non-separable data. In addition, this approach provides an exact reference metric (based on a likelihood) to compare the validation metrics.

As part of an ongoing effort on the prediction of hip fracture, the test cases presented in this work are based on a fully parameterized finite element model of a femur. Given a failure criterion and a set of parameters (e.g., neck radius), an SVM separating failure and safe samples is constructed. Several scenarios of data sets for non-separability and unbalanced data are studied.

The paper is organized as follows: A review of SVM for balanced and unbalanced data is presented in the background Section II. The section also introduces three validation metrics: accuracy, balanced accuracy and AUC. Section III presents the details of the parameter selection strategy in case of non-separable and unbalanced data. It also provides the derivation for a likelihood-based reference metric. Finally, Section IV provides the results and conclusions based on various data sets with different levels of unbalance, separability, as well as sizes of training samples. In addition, an example of probability of hip fracture prediction using probabilistic SVM (PSVM)\(^6,7\) is presented.

II. Background

II.A. Support vector machine (SVM) classification

In this paper, we are concerned with the predictive capability of a classification model. The classifier chosen in this work is referred to as a support vector machine (SVM).\(^8,9\) SVM is now a widely accepted machine learning technique that has been used in many applications.\(^10,11,12,13,14,15\)

An SVM is used to construct an explicit boundary that separates samples belonging to two classes labeled as +1 and −1. Given a set of \(N\) training samples \(x_i\) in a \(d\)-dimensional space, and the corresponding class labels, a linear SVM separation function is found through the solution of the following quadratic optimization problem shown in Equation 1.

\[
\begin{align*}
\min_{w, \xi, b} & \quad \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{N} \xi_i \\
\text{s.t.} & \quad y_i(w \cdot x_i - b) \geq 1 - \xi_i \\
& \quad \xi_i \geq 0, \quad i = 1, \ldots, N
\end{align*}
\]  

(1)

where \(b\) is a scalar referred to as the bias, \(C\) is the cost coefficient, \(\xi_i\) are slack variables which measure the degree of misclassification of each sample \(x_i\) in the case the data is non separable. SVM can be generalized by writing the dual problem and replacing the inner product by a kernel:

\[
\begin{align*}
\min_{\lambda} & \quad \frac{1}{2} \sum_{i,j} \lambda_i \lambda_j y_i y_j K(x_i, x_j) - \sum_{i=1}^{N} \lambda_i \\
\text{s.t.} & \quad \sum_{i=1}^{N} \lambda_i y_i = 0 \\
& \quad 0 \leq \lambda_i \leq C, \quad i = 1, \ldots, N
\end{align*}
\]  

(2)

where \(\lambda_i\) are Lagrange multipliers. The training samples for which the Lagrange multipliers are non-zero are referred to as the support vectors. The number of support vectors \(NSV\) is usually much smaller than \(N\), and therefore, only a small fraction of the samples affect the SVM equation.

The corresponding SVM boundary is given as:

\[
s(x) = b + \sum_{i=1}^{N} \lambda_i y_i K(x_i, x) = 0
\]  

(3)
The classification of any arbitrary point \( x \) is given by the sign of \( s(x) \). The kernel function \( K \) in Equation 3 can have several forms, such as polynomial or Gaussian radial basis kernel, used in this article:

\[
K(x_i, x) = \exp \left( -\gamma \| x_i - x \|^2 \right), \quad \gamma > 0
\]  

(4)

where \( \gamma \) is the width parameter of the Gaussian kernel.

For some classification problems, especially when handling data collected for biomedical studies, the data is usually unbalanced. In other words, a class might be far more populated than the other one, as it is the case in hip fracture clinical studies. In order to balance the data, Osuna et al. and Vapnik proposed using different cost coefficients (i.e., weights) for the different classes in the SVM formulation 5. The formulation for the linear case is given in Equation 5, it is generalized to the non-linear case using the kernel.

\[
\begin{align*}
\min_{w, \xi, b} & \quad \frac{1}{2} \|w\|^2 + C^+ \sum_{i=1}^{N^+} \xi_i + C^- \sum_{i=1}^{N^-} \xi_i \\
\text{s.t.} & \quad y_i (w \cdot x_i - b) \geq 1 - \xi_i \\
& \quad \xi_i \geq 0, i = 1, \ldots, N
\end{align*}
\]  

(5)

where \( C^+ \) and \( C^- \) are cost coefficients for +1 and −1 class separately. \( N^+ \) and \( N^- \) are number of samples from +1 and −1 classes. The coefficients are typically chosen as:

\[
\begin{align*}
C^+ &= C \times w^+ \\
C^- &= C \times w^-
\end{align*}
\]  

(6)

where \( C \) is the common cost coefficient for both classes, \( w^+ \) and \( w^- \) are the weights for +1 and −1 class separately. In this article, the weights for different classes are selected as \( w^+ = 1 \) and \( w^- = N^+/N^- \).

II.B. \( k \)-Fold cross validation

Cross validation is a commonly used technique to estimate how accurately a predictive model will perform in practice. In \( k \)-fold cross-validation, samples from both safe and failed classes in the training set are randomly divided into \( k \) subsets of equal size. Of all the \( k \) subsets, a single subset is used as validation samples for evaluating the model, and the remaining \( k-1 \) subsets are used as training samples. The cross-validation process is then repeated \( k \) times, with each of the \( k \) subsets used exactly once for the validation. The \( k \) results from the “folds” can be averaged to produce a single estimation of model performance. In this article, 10-fold cross-validation is used.

II.C. Commonly used (cross) validation metrics

The SVM model depends on the cost coefficients and the coefficient of the kernel as presented in Equation 2 and 4. These parameters are typically found through cross-validation performed on a training set. In this article, three types of cross-validation metrics are used: accuracy, area under the ROC curve (AUC), and balanced accuracy. These metrics can also be used on validation (also called clinical trial) sets that are made of data not used in the training process. When these quantities are calculated on the clinical sets, they are referred to “validation” metrics as they quantify the predictive ability of the model.

II.C.1. Accuracy and Balanced Accuracy

For convenience, we use the following abbreviations for empirical quantities: \( P \) (# positive samples), \( N \) (# negative samples), \( TP \) (# true positives, correctly classified positive samples), \( TN \) (# true negatives, correctly classified negative samples), \( FP \) (# false positives, misclassified negative samples), \( FN \) (# false negatives, misclassified positive samples).

The criteria can be expressed as:

\[
\text{Accuracy} = \frac{TP + TN}{P + N}
\]

(7)

\[
\text{Balanced Accuracy} = \frac{1}{2} \left( \frac{TP}{P} + \frac{TN}{N} \right)
\]

(8)
Accuracy is an intuitive and the most widely-used criterion for evaluating a classifier. And it works well if the number of samples in different classes are balanced. But when the two classes are highly unbalanced, the performance of this measure may lead to the phenomenon of “over-fitting” (see results Section IV). In the case the data is not balanced, the balanced accuracy should be used.

II.C.2. Area Under ROC Curve

The receiver operating characteristic (ROC) curve represents relation between true and false positive for all the possible thresholds of the model. In the SVM classification case, the thresholds are defined by the SVM value. More specifically, for each threshold, the number of predicted positive and negative samples vary and will lead to different pairs of True Positive Rate ($TPR = TP/(TP + FN)$), and False Positive Rate ($FPR = FP/(FP + TN)$). Graphed as coordinate pairs, these measures form the ROC curve. The ROC curve describes the performance of a model across the entire range of classification thresholds. An example ROC curve is depicted in Figure 1.

![ROC curve](image)

**Figure 1.** An example of ROC curve and its corresponding AUC.

The area under the ROC curve (AUC) is widely recognized as the measure of predicting ability of a model. It is equal to the probability that a classifier will rank a randomly selected positive sample higher than a randomly chosen negative one. The maximum value for the AUC is 1, indicating a “perfect” classifier that predicts all samples without misclassification. An AUC value of 0.5 indicates no discriminative ability between samples from different classes, as flipping a coin for decision-making.

II.D. Parameter selection strategy for SVM with Gaussian kernel based on grid search

The optimal parameters $C$ and $\gamma$ of the SVM are found by searching the values that maximize one of the cross-validation metrics described in the previous section. A typical approach consist of constructing a grid and choosing the maximizer out of the discrete set of points. Another approach is to use a global optimization method such as a Genetic Algorithm. The ranges of the variables chosen in this work are: $C \in [2^{-10}, 2^{17}]$ and $\gamma \in [2^{-25}, 2^{10}]$. Within this range, the SVM can be a hard or soft classifier and the decision boundary can go from a hyperplane to a highly non-linear hypersurface.

II.E. Confidence intervals estimation

In order to obtain a confidence interval around the various validation metrics, bootstrapping can be used. For a dataset of size $n$, a bootstrap sample is created by selecting $n$ instances uniformly from the pool of data with replacement along with their predicted scores from the SVM. The validation metric can be recalculated from this bootstrap sample. This process is repeated for a large number of times to form a distribution of validation metric values. From this distribution, 95% or 99% confidence intervals can be estimated using its empirical distribution.
III. Methodology

III.A. Manufactured cases with non separable data

In many engineering or biomedical problems, the data is not separable. This stems from the fact that the data is usually studied in a finite dimensional space which does not account for all the factors that might influence an outcome. For instance, when studying hip fracture data for a cohort of patients, the results are typically reported in a space made of parameters such as age, weight, bone mineral density et al. Even in the case when this space is highly dimensional, the data might still not be separable as the number of dimensions used might still be a fraction of the actual number of factors involved in the occurrence of hip fracture. In other words, non-separable data can be seen as the projection of otherwise separable data onto a space of lower dimensionality (Figure 2). The figure also depicts an SVM classifier in a three dimensional space where the data is separable and the classifier in the two dimensional space (projected space) where the data is not separable.

![Figure 2. Manufactured non-separable samples based on separable ones.](image)

Based on these observations, this article proposes to manufacture non-separable cases by projecting the data from separable space onto its sub-space. Using this approach, because the normally unknown separable case is available, a quantity can be derived to compare the various validation metrics to a “reference” value. The proposed likelihood-based metric is presented in the next section.

III.A.1. Calculation of weighted likelihood

For comparison of the various validation metrics, this section introduces a likelihood-based metric constructed from the separable case.

The metric is constructed by calculating the probability for a sample to belong to its actual class based on the (again normally unknown) separable case SVM. This is done for each training sample using Monte-Carlo simulations. Figure 3 provides an example of the methodology for a 3D case. Monte-Carlo samples are generated following normal distribution with mean and standard deviation based on variable “z”. The probability of belonging to the safe class for any sample $x_i$ can be calculated as:

$$ P(+1|x_i) = \frac{N_{i}^+}{N_{MC}}, \quad i = 1, \ldots, N $$

where $x_i$ is the $i$th sample in the sub-space, $N_{MC}$ is the number of Monte Carlo samples and $N_{i}^+$ represents the number of Monte Carlo samples that are predicted as safe by the SVM constructed with separable data in the original space. And the corresponding probability of belonging to the failed class can be calculated...
as:

\[
P(-1|x_i) = 1 - P(+1|x_i), \quad i = 1, \ldots, N
\]  

(10)

Using these probabilities, a likelihood-based metric is used to quantify the similarity between the SVM in the subspace and in the separable space. The metric is implemented as a weighted likelihood which provides:

\[
\bar{\mathcal{L}}_w = \frac{1}{N_{misc}} \sum_{i=1}^{N_{misc}} w_i \log(P_i)
\]

(11)

\[
P_i = \begin{cases} 
    P(+1|x_i) & \text{if } y_i = +1 \text{ and } s(x_i)y_i < 0 \\
    P(-1|x_i) & \text{if } y_i = -1 \text{ and } s(x_i)y_i < 0
\end{cases}
\]

\[
w_i = \begin{cases} 
    1 & \text{if } y_i = +1 \text{ and } s(x_i)y_i < 0 \\
    \frac{N^+}{N} & \text{if } y_i = -1 \text{ and } s(x_i)y_i < 0
\end{cases}
\]

where \(N_{misc}\) is the number of misclassified samples by the SVM constructed in the sub-space, \(P_i\) is the probability of being into the actual class for every misclassified sample, \(y_i\) is the actual class of sample \(x_i\) and \(w_i\) is weight of sample \(x_i\) involved in the calculation of \(\bar{\mathcal{L}}_w\). The weights are used for the case where the data is unbalanced.

Basically, \(\bar{\mathcal{L}}_w\) is the logarithm of weighted average of the probability of belonging to the actual class for every the misclassified sample using the SVM constructed in the sub-space. The unbalance between classes is taken into account by the weights \(w_i\).

The larger the algebraic value of the weighted likelihood, the better is the SVM in comparison to the actual separable SVM.

### III.A.2. Calculation of a reference weighted likelihood

In the case of manufactured data sets with separable data, it is possible to obtain a reference value for the weighted likelihood. This is done by increasing the number of samples to large values until the weighted likelihood converges to the reference weighted likelihood. In addition, the reference value is provided with a 95% confidence interval. An example is provided in Figure 9.

### IV. Results

This section presents results of SVM parameter selection on various sample configurations using different validation metrics. As described in the methodology section, a non-separable data set is generated by projection of a separable case in higher dimension. Sample sets used in this section have different sizes, levels of separability as well as levels of unbalance. All scores of the three different (cross) validation metrics and
the weighted likelihood $\mathcal{L}_w$ as well as their 95% confidence intervals are provided.

The following notations are used in this section:
- $\mathcal{L}_w$: weighted likelihood.
- Ref. $\mathcal{L}_w$: reference value of weighted likelihood for each sample set. The way of getting this reference value is shown in Section III.
- $AUC$: area under ROC curve.
- $Acc$: accuracy.
- $Bacc$: balanced accuracy.

As a “real world” test problem, we consider the case of “hip fracture” for which an SVM is used to classify the cases that are fractured and the cases that are not. The data is obtained from a fully parameterized finite element model as described in the following section. Once the SVM model is obtained, a probabilistic SVM (PSVM)\textsuperscript{6, 7} is constructed to obtain the probability of hip fracture.

IV.A. Fully parameterized finite element model of a femur

A fully parameterized finite element model of a femur is constructed in ANSYS using ANSYS Parametric Design Language (APDL).\textsuperscript{25} The model parameters are listed in Table 1 and depicted in Figure 4 as well as the boundary conditions.\textsuperscript{26, 27}

<table>
<thead>
<tr>
<th>Geometric Parameters</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Region</td>
<td>Name</td>
</tr>
<tr>
<td>Neck</td>
<td>Outer diameter</td>
</tr>
<tr>
<td></td>
<td>Thickness of the cortical bone</td>
</tr>
<tr>
<td>Intertrochanter</td>
<td>Outer width</td>
</tr>
<tr>
<td></td>
<td>Thickness of the cortical bone</td>
</tr>
<tr>
<td>Shaft</td>
<td>Outer diameter</td>
</tr>
<tr>
<td></td>
<td>Thickness of the cortical bone</td>
</tr>
<tr>
<td></td>
<td>Neck-shaft angle</td>
</tr>
<tr>
<td>Other Parameters</td>
<td>Parameter</td>
</tr>
<tr>
<td>Weight</td>
<td>$\text{weight}$</td>
</tr>
<tr>
<td>Young’s modulus</td>
<td>$E_{\text{Cortical}}$</td>
</tr>
<tr>
<td>Poisson ratio</td>
<td>$\nu$</td>
</tr>
</tbody>
</table>

IV.B. Sample generation and failure criteria

The data used in the experiments are obtained by sampling three variables: the Young’s modulus of the cortical bone ($E_{\text{Cortical}}$), the thickness of cortical bone around the neck ($T_{\text{Neck}}$), and the weight of the individual. Each variable follows a normal distribution with means and standard deviations provided in Table 2. A total of 2000 samples were drawn and evaluated through the finite element model from which stress and strain information can be obtained. The samples generated in the three dimensional space where the data is separable are then projected onto a two dimensional space ($E_{\text{Cortical}}, T_{\text{Neck}}$) leading to non separable cases.

In this work, failure (i.e., fracture) is assessed using the maximum principal strain.\textsuperscript{28} Other measures could be used,\textsuperscript{29} however the choice of the measure does not remove any of the generality of the conclusions of the article.
Table 2. Distribution of 3 parameters for sample generation

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{\text{Cortical}}$</td>
<td>$N(17.80, 2.10)$ (Gpa)</td>
</tr>
<tr>
<td>$T_{\text{Neck}}$</td>
<td>$N(1.58, 0.26)$ (mm)</td>
</tr>
<tr>
<td>weight</td>
<td>$N(63.96, 15.90)$ (kg)</td>
</tr>
</tbody>
</table>

The thresholds chosen for the maximum principal strains are 1.04% in compression and 0.73% in tension. Based on this failure criterion, samples can be classified into safe (+1) or failed (−1) classes. As shown in Figure 5, the samples are clearly separable and an SVM that classifies these samples without misclassification is also provided. Projection of the three-dimensional samples onto the plane of $E_{\text{Cortical}}$ and $T_{\text{Neck}}$ leads to non-separable samples as shown in Figure 5.

IV.C. Parameter selection using AUC, Acc, and Bacc.

Based on the two-dimensional non-separable samples, the proposed strategy with different cross-validation metrics can be used for parameter selection. Both safe and failed samples in the projected sub-space are randomly split into training and validation sets of equal size as shown in Figure 6. Parameters of the SVM are selected using the training set and performance evaluation of the constructed SVMs is carried out on the validation set.

The three cross-validation metrics are used separately for SVM parameter selection. SVMs with highest scores are shown in Figure 7 and scores form grid search of $(C, \gamma)$ are shown in Figure 8. Clearly, the SVM selected using accuracy leads to “over-fitting” and will have a poor predictive capability.

Table 3 also provides the results for the weighted likelihood. A comparison to the reference likelihood obtained as described in Section III is also provided. Figure 9 depicts the convergence of the reference likelihood as a function of the number of samples.

From this point on, this article will not consider the accuracy (Acc) since it does not (and this is a well-known problem) provide good results in the case of unbalanced data.
IV.D. Influence of separability, unbalance, and training sample size

This section describes a systematic study by selecting hyper-parameters for SVM on sample sets with different levels of separability, unbalance, and size of training sample set.
Figure 8. Scores from grid search using cross validation.

Figure 9. Evolution of $L_w$ and its 95% confidence interval for data in projected space by adding portions of samples for SVM training. Ref. $L_w$ is the value at convergence.

Table 3. Scores and 95% confidence intervals of SVMs selected using different criteria.

<table>
<thead>
<tr>
<th>SVM selected using:</th>
<th>AUC Score [95% CI]</th>
<th>Acc Score [95% CI]</th>
<th>Bacc Score [95% CI]</th>
<th>Difference from Ref. $L_w$ [95% CI]</th>
<th>Difference from Ref. $L_w^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUC</td>
<td>0.73 [0.68 0.78]</td>
<td>0.68 [0.65 0.71]</td>
<td>0.65 [0.60 0.71]</td>
<td>-3.02 [-4.03 -2.06]</td>
<td>28.78%</td>
</tr>
<tr>
<td>Acc</td>
<td>0.96 [0.94 0.97]</td>
<td>0.94 [0.92 0.95]</td>
<td>0.77 [0.72 0.82]</td>
<td>-8.98 [-11.87 -6.06]</td>
<td>353.40%</td>
</tr>
<tr>
<td>Bacc</td>
<td>0.67 [0.61 0.73]</td>
<td>0.70 [0.67 0.73]</td>
<td>0.63 [0.57 0.69]</td>
<td>-3.90 [-5.11 -2.77]</td>
<td>66.08%</td>
</tr>
</tbody>
</table>

IV.D.1. Level of separability

In order to create more sample configurations with different levels of separability, the authors used an isoprobabilist transformation between Normal and Weibull distribution (Equation 12) to control the spread of fractured samples in sub-space of $E_{Cortical}$ and $T_{Neck}$. Including the original distribution (Figure 5), two other level of separability are introduced Figure 10 (a) and (b). These three levels of separability will be referred to as configuration 1, 2, and 3. And Configuration 3 contains samples without transformation as shown in the previous section.

$$F(x_i|a,b) = \Phi\left(\frac{x_i - \mu_i}{\sigma_i}\right), i = 1, 2$$ (12)
where \( F(x_i | a, b) \) is the cumulative distribution function of Weibull distribution with parameter \( a \) and \( b \). \( \Phi \) is the cumulative distribution function of standard normal distribution. \( \mu_i \) and \( \sigma_i \) are the empirical mean and standard deviation of variables \( E_{\text{Cortical}} \) and \( T_{\text{Neck}} \) separately.

![Sample Configurations](image1)

Figure 10. Different sample configurations used for parameter selection.

As shown in Figure 10, 3 sample configurations are generated for validation metrics comparison and the other 2 configurations used in this section. Results from accuracy are not shown in the following studies since it is not a good cross-validation metric, which was demonstrated in the previous section.

Figure 11 shows the evolution of weighted likelihood as well as its 95\% confidence interval for both sample configuration 1 and 2. Reference values of weighted likelihood for sample configuration 1 & 2 as well as their 95\% confidence intervals are given in Table 4 and 5.

Results on sample configuration 1 and 2 are listed in Table 4 and 5 separately.

![Weighted Likelihood Evolution](image2)

Figure 11. Evolution of \( L_w \) and its 95\% confidence interval for Configuration 1 & 2 by adding portions of samples for SVM training.
Table 4. Scores and 95% confidence intervals of SVMs selected using different criteria on Configuration 1.

<table>
<thead>
<tr>
<th>SVM selected using:</th>
<th>Score [95% CI]</th>
<th>(Ref. $\mathcal{L}_w=-0.33$ [-0.57, -0.17])</th>
<th>Difference from using:</th>
<th>$\mathcal{L}_w$ [95% CI]</th>
<th>Ref. $\mathcal{L}_w^*$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$AUC$</td>
<td>0.97 [0.96 0.98]</td>
<td>0.89 [0.87 0.91] 0.93 [0.91 0.95] -0.35 [-0.69 -0.16]</td>
<td>6.05%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Bacc$</td>
<td>0.97 [0.96 0.98]</td>
<td>0.83 [0.81 0.85] 0.90 [0.88 0.92] -0.72 [-1.50 -0.20]</td>
<td>118.67%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Scores and 95% confidence intervals of SVMs selected from different criteria for Configuration 2.

<table>
<thead>
<tr>
<th>SVM selected using:</th>
<th>Score [95% CI]</th>
<th>(Ref. $\mathcal{L}_w=-2.39$ [-3.26, -1.58])</th>
<th>Difference from using:</th>
<th>$\mathcal{L}_w$ [95% CI]</th>
<th>Ref. $\mathcal{L}_w^*$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$AUC$</td>
<td>0.92 [0.88 0.94]</td>
<td>0.82 [0.79 0.84] 0.83 [0.79 0.87] -2.49 [-3.78 -1.31]</td>
<td>4.21%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Bacc$</td>
<td>0.91 [0.88 0.94]</td>
<td>0.84 [0.82 0.86] 0.84 [0.80 0.88] -2.92 [-4.51 -1.54]</td>
<td>22.33%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 12 shows that as the samples becomes more separable, weighted likelihood from the SVM selected based on AUC is closer to the reference value and its 95% confidence interval is smaller than the SVM selected based on balanced accuracy.

IV.D.2. Level of unbalance

This section studies the change of weighted likelihood and its 95% confidence interval with different levels of unbalance by varying ratios between safe(+1) and failed(−1) classes.

Samples of different ratios between safe and failed classes are given in Figure 13.
Figure 13. For sample configuration 2, study the influence of level of unbalance by changing the ratio between safe and failed samples.

Table 6. Performances of SVMs selected from different criteria on validation set for 4 cases with various level of unbalance.

<table>
<thead>
<tr>
<th>SVM selected using:</th>
<th>Score [95% CI]</th>
<th>Difference from Ref. $Z_w$ (%) *</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AUC</td>
<td>Bacc</td>
</tr>
<tr>
<td>Case 1</td>
<td>AUC</td>
<td>0.90 [0.87 0.93] 0.84 [0.77 0.90] 0.84 [0.77 0.90]</td>
</tr>
<tr>
<td></td>
<td>Bacc</td>
<td>0.90 [0.87 0.94] 0.80 [0.72 0.87] 0.80 [0.72 0.87]</td>
</tr>
<tr>
<td>Case 2</td>
<td>AUC</td>
<td>0.90 [0.86 0.94] 0.81 [0.75 0.86] 0.81 [0.75 0.86]</td>
</tr>
<tr>
<td></td>
<td>Bacc</td>
<td>0.90 [0.86 0.94] 0.83 [0.78 0.88] 0.83 [0.78 0.88]</td>
</tr>
<tr>
<td>Case 3</td>
<td>AUC</td>
<td>0.90 [0.89 0.92] 0.83 [0.81 0.85] 0.83 [0.81 0.85]</td>
</tr>
<tr>
<td></td>
<td>Bacc</td>
<td>0.90 [0.89 0.92] 0.83 [0.80 0.85] 0.83 [0.80 0.85]</td>
</tr>
<tr>
<td>Case 4</td>
<td>AUC</td>
<td>0.91 [0.90 0.92] 0.8 [0.82 0.85] 0.8 [0.82 0.85]</td>
</tr>
<tr>
<td></td>
<td>Bacc</td>
<td>0.89 [0.87 0.91] 0.84 [0.82 0.86] 0.84 [0.82 0.86]</td>
</tr>
</tbody>
</table>

1 Reference $Z_w$ for Case 1 is -2.91 [-4.63, -1.39].
2 Reference $Z_w$ for Case 2 is -2.54 [-3.79, -1.50].
3 Reference $Z_w$ for Case 3 is -1.45 [-1.67, -1.24].
4 Reference $Z_w$ for Case 4 is -1.23 [-1.36, -1.12].

Scores and relative differences of weighted likelihood to the reference value for SVMs selected based on different validation metrics are listed in Table 6.
Figure 14 shows that as the ratio between safe and failed classes grows larger, the 95% confidence interval of weighted likelihood becomes wider. And compared with SVMs selected based on balanced accuracy, the ones selected from AUC give closer weighted likelihood to the reference values and smaller confidence intervals if the level of unbalance is the same.

IV.D.3. Number of samples

This section studies the influence of number of samples used in training of SVM by using portions of samples in the training set while keeping unbalance between classes at the same level.

Three cases with different sizes of training samples are created as shown in Figure 15. Case 1 uses 40% of training samples, Case 2 uses 70% of training samples and Case 3 contains all samples available in the training set.

Figure 15 shows weighted likelihood increases if more samples are used in training the SVM. SVMs

Results of weighted likelihood and relative difference from the reference value are provided in Table 7. As the size of training samples grow larger, as shown in Figure 16 and Table 7, SVMs selected based on AUC have closer values of weighted likelihood to the reference value and smaller 95% confidence intervals compared with SVMs selected from balanced accuracy.

Figure 16 shows weighted likelihood increases if more samples are used in training the SVM. SVMs
Table 7. Performances of SVMs selected using different metrics on validation set for 3 cases with various sizes in training set.

<table>
<thead>
<tr>
<th>SVM selected using:</th>
<th>Score [95% CI] (Ref. $\bar{Z}_w$=-2.39 [-3.26, -1.58])</th>
<th>Difference from using:</th>
<th>Ref. $\bar{Z}_w^*$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$AUC$</td>
<td>$Bacc$</td>
<td>$\bar{Z}_w$</td>
</tr>
<tr>
<td>Case 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$AUC$</td>
<td>0.91 [0.88 0.93]</td>
<td>0.83 [0.78 0.87]</td>
<td>-3.55 [-5.30 -2.02]</td>
</tr>
<tr>
<td>$Bacc$</td>
<td>0.84 [0.78 0.89]</td>
<td>0.75 [0.70 0.80]</td>
<td>-3.71 [-5.68 -2.00]</td>
</tr>
<tr>
<td>Case 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$AUC$</td>
<td>0.91 [0.88 0.94]</td>
<td>0.83 [0.79 0.87]</td>
<td>-3.26 [-4.91 -1.83]</td>
</tr>
<tr>
<td>$Bacc$</td>
<td>0.85 [0.80 0.90]</td>
<td>0.76 [0.71 0.81]</td>
<td>-3.51 [-5.37 -1.93]</td>
</tr>
<tr>
<td>Case 3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$AUC$</td>
<td>0.91 [0.88 0.94]</td>
<td>0.84 [0.80 0.88]</td>
<td>-2.49 [-3.86 -1.31]</td>
</tr>
<tr>
<td>$Bacc$</td>
<td>0.91 [0.88 0.94]</td>
<td>0.83 [0.79 0.87]</td>
<td>-2.86 [-4.37 -1.53]</td>
</tr>
</tbody>
</table>

Figure 16. Weighted likelihood and its 95% confidence interval for different sizes of training samples.

selected based on AUC provide closer weighted likelihood to the reference value and smaller 95% confidence intervals than the ones based on balanced accuracy.

IV.E. Hip fracture risk assessment based on PSVM

When hyper-parameters of an SVM are selected, a PSVM-based hip fracture risk model can be constructed based on the predetermined SVM. The PSVM model proposed by Platt approximates the probability of belonging to one class for any sample $x_i$ by:

$$P(y_i = +1 | x_i) \approx P_{A,B}(s(x_i)) \equiv \frac{1}{1 + \exp(A \cdot s(x_i) + B)}$$

(13)

where $P(y_i = +1 | x_i)$ is the probability of being into the +1 class for $x_i$, $s(x_i)$ is the SVM output value as shown in Equation 3. It is worth mentioning that using $s(x)$ to calculate AUC will give the same results as using $P(y = +1 | x)$, which is a monotonic function of $s(x)$. Parameters $A$ and $B$ are determined by solving the following maximum likelihood problem.

$$\min_{A,B} - \sum_{i=1}^{N} \left( t_i \log(P(y_i = +1 | x_i)) + (1 - t_i) \log(1 - P(y_i = +1 | x_i)) \right)$$

(14)

$$t_i = \begin{cases} 1, & \text{if } y_i = +1 \\ 0, & \text{if } y_i = -1 \end{cases}, i = 1, \ldots, N$$
where \( N \) is the number of samples and \( y_i \) is the actual class of sample \( x_i \).

For the 3 sample configurations in Figure 10, PSVM models are built based on the corresponding constructed SVMs. The probabilities of suffering from femur fracture and histograms of the probability are shown in Figure 17.

![Probabilities of fracture for Configuration 1](image1)
![Probabilities of fracture for Configuration 2](image2)
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**Figure 17.** Probabilities of fracture for 3 sample configurations from PSVM-based hip risk model.

From the histograms shown in Figure 17, the distribution and range of the fracture probabilities vary with the level of separability. As level of separability increases, the hip risk model has more confidence in predicting fractured samples with \( P(y_i = -1 | x_i) > 0.8 \) for those samples. In the most non-separable case (Configuration 3), the hip risk model is less confident since \( P(y_i = -1 | x_i) < 0.5 \) for even fractured samples.
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VI. Conclusion

This article compared three commonly used validation metrics for the selection of optimal SVM parameters in the case of non-separable and unbalanced data. A systematic study with different levels of separability and levels of unbalance as well as sizes of training samples, were presented. The data sets used were created from a finite element model for the prediction of hip fracture. The results show the advantage of the AUC metric, mostly for case with large degrees of unbalance and non-separability. The next steps of this study will involve higher dimensional problems along with the use of clinical data.